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What is a container?

Containers are technologies that allow the 
packaging and isolation of applications with 
their entire runtime environment and all of 
the files necessary to run. 

This makes it easy to move the contained 
application between environments (dev, test, 
production, etc.) while retaining full 
functionality.*

*Source redhat.com



What are the benefits of containers over VMs?

Lightweight:
Shares the host’s OS system kernel
Does not require an OS per 
application
Driving higher server efficiencies
Reduces server and licensing costs

Secure:
Applications are safer in containers 
and provides the strongest default 
isolation capabilities in the industry

Formerly Popular for Virtualization Now Popular for Virtualization 

Infrastructure

Hypervisor

Guest 
Operating 

System

Virtual 
Machine

Guest 
Operating 

System

Virtual 
Machine

Guest 
Operating 

System

Virtual 
Machine

Infrastructure

Guest Operating System

Containerization Engine

Virtual Machines Containers



What about containerized Niagara?

AMD x86ARM 64

Supported Architectures
ARM favors simplicity and fast 
execution of single 
instructions.

Uses less power and produces 
less heat.

Ideal for embedded devices.

The x86 processors allow you 
to perform several activities 
at the same time from a single 
instruction.

Used predominately in servers 
and PCs.



What about containerized Niagara?

Authorization Models

File Domain Native Domain

The File Domain Authentication 
(FDA) based version is similar to 
how a JACE is managed today 

Connect with a Workbench 
client using default platform 
credentials

Use the wizard to change the 
default platform credentials 
and passphrase similar to how 
a JACE is provisioned out of the 
box. 

The Workbench client can be 
used to manage the passphrase 
and platform credentials using 
the platform administration 
view

The Native Domain 
Authentication (NDA) based 
version requires configuring the 
passphrase and platform 
credentials using either 
environment variables passed 
into the container runtime or 
using platform_password and 
system_passphrase files which 
are located under a volume 
which the container has access 
to

This uses tools such as 
Kubernetes Secrets to manage 
all credentials

Ideal for large scale 
deployments of Niagara



What about containerized Niagara?

Where can Containerized Niagara be utilised?

CLOUD

Supervisor deployment in a cloud service

ON PREMISE

Supervisor deployment on a server device housed locally

HARDWARE EMBEDDED

Embedded deployment whereby a Niagara development 
partner deploys Niagara containers on its own proprietary or a 
third-party commercial device

Your Hosting Platform

Your Orchestration Platform



Subscription Based Licensing

More purchasing flexibility

Purchased using OPex rather than CAPex

Models available for Hardware and Supervisors

Each instance must be connected to the internet to 
allow call back to the license server to check 
validity

Type Part #

NCC-SUP-0

NCC-SUP-1

NCC-SUP-10

NCC-SUP-100

NCC-SUP-500

NCC-SUP-UP-1

NCC-SUP-UP-10

NCC-SUP-UP-100

NCC-SUP-DEV-10

NCC-SUP-DEV-50

NCC-SUP-DEV-100

NCC-SUP-DEV-500

NCC-SUP-DEV-1000

Supervisor

Supervisor Upgrade

Supervisor Device Pack



Worth noting

Supervisor Container Models only support IP drivers 

 

Containers provide headless JAVA runtime

Remote Workbench environment required to 
commission

Browser support for station viewing and 
configuration



Container Workflow

192.168.1.10:8443/4911/5011

192.168.1.11:8443/4911/5011

192.168.1.12:8443/4911/5011

Pull Cmd

Cloud Registry

Local File

Image Library

Containers



Use Case 1 - Multi-Tenant Building

Use Case 2 - High Availability 
Supervisor

Use Cases
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Project Requirements

• A total of 5 instances of Niagara 
Supervisors running on one host 
server

• Each Instance is required to have 
an individual IP Address

• Each Instance will use ports 8443, 
5011, 4911,

• All instances may require 
connection on all 3 ports to each 
other and all JACE controllers

Use Case 1 – Multi-Tenant Building



Use Case 1 – Multi-Tenant Building



Add an IP Address for 
each instance of 
Niagara

Use Case 1 – Multi-Tenant Building



Create a volume for 
each instance of 
Niagara

Use Case 1 – Multi-Tenant Building
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Use Case 1 – Multi-Tenant Building



Project  Requirements

• 4 separate buildings across 
a campus with multiple 
JACE controllers in each 
building

• 3 physical servers used as a 
single Supervisors

• Each server and all 
controllers are connected 
to a common network

• Upon failure of hardware 
or power to the running 
server, the running 
Niagara instance is to “hot 
swap” from duty server to 
the available server

• IP address of server 
“follows” the running 
version of Niagara

Server Server

Building 1 Building 2 Building 3 Building 4

Server

Use Case 2 - High Availability Niagara
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Use Case 2 - High Availability Niagara



IP Address

Persistent Volume

Running Pod

Persistent Volume

Standby Pod

Persistent Volume

Standby Pod

Use Case 2 - High Availability Niagara



Use Case 2 - High Availability Niagara

IP Address

Persistent Volume

Failed Pod

Persistent Volume

Running Pod

Persistent Volume

Standby Pod



In Summary

Containers are more resource efficient, quicker to 
deploy, there are many tools are available to deploy 
at scale

Seamless upgrades to Niagara devices

Typical Niagara uses are supervisors in the cloud and 
on-prem - as well as embedded devices

New subscription business offer - you are only 
paying for the time it's running

Opens the door to new application such high 
availability



https://docs.niagara-community.com/bundle/ContainerizedNiagara/page/index.html

https://www.tridium.com/us/en/services-support/events/2023/06/2023-06-08-
containerized-niagara-subscription-licensing

https://www.tridium.com/us/en/services-support/events/2024/03/2024-03-21-niagara-
containerization
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Any Question?
curtis.mckerlie@tridium.com



Thank you for your 
time ☺
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