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In today highly digitalised and computerised 
world, our users always demand services that 
never sleep, operations that never break.

Fault tolerance isn’t a luxury—it’s the lifeblood 
of modern business continuity.



vServer FT Architecture Overview
• Ensure Continuous Service: 

Layered fault tolerance protects 
compute, storage, and network.

• Spanning 2 Hosts for System 
Resiliency: vServer hypervisor 
cluster across two physical hosts.

• Synchronize VM States: Engines 
share state via private cluster 
bus.

• Monitor Health: Heartbeats over 
dedicated management VLAN.



Redundancy by Design 

Continuous Synchronisation & 
Replication

Automated Failover

Automatic Node 
Reinstatement

Proactive Monitoring 
& Alerting

• Protect VMs Instantly: Fault Tolerance 
activated on VM creation.

• Compute, storage, & network mirrored 
immediately, it is ready for failover.

• Real-time block-level replication of CPU, 
memory, and disk states.

• No data loss.

• Detects failures in milliseconds via 
heartbeat and health checks.

• Seamless workload transfer without 
downtime.

• Delta sync updates only changed blocks.
• Recovered node rejoins automatically.

• Tracks key metrics and sends early 
warnings.

• Prevents issues before they escalate.

Five Pillars of vServer Fault Tolerance
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vServer Features 

Snapshot
- Manual

- Scheduled
- Memory

- One-click rollback     
  snapshot 

Management
Centralized 
Monitoring 

Management

Network 
- Service Port     

  VLAN 
- NIC Teaming 

Notification/Alert
- SYSLOG/Text 

Message/HTTP/Datab
ase/On-Call

- Modbus/OPC UA 
Protocol

- Pop-up alert
- Email/SNMP

Application 
- Application 

Monitoring and fault 
recovery 

- Detection of data 
tampering 

Support mode
- Single

- HA
- FT



FT Solutions - Functional Comparison Table

Function/ Module vServer FT SoftwareA FT SoftwareB FT

CPU X86

ARM

VCPU No. of vCPUs for Single VM Unlimited Unlimited ≤8 vCPUs

vDisk vDisk capacity for Single VM ≤ 64TB ≤ 16TB ≤ 2TB

Manual snapshot

Snapshot Scheduled snapshot

Memory snapshot

One-click rollback snapshot

Application Application monitoring & fault recovery

Application start/stop dependencies

Detection data tampering 



FT Solutions - Functional Comparison Table

Function/ Module vServer FT SoftwareA FT SoftwareB FT

Network Service port VLAN

NIC Teaming 

Users & Permission Multi-user/role
Mgtm/Customizable Permission Allocation

SYSLOG/Text 
Message/HTTP/DB/on-call

Notification/Alert
    

Modbus/OPC UA Protocol

Pop-up alert

Email/SNMP

Operation & Maint
Interface

WEB API (Host/VM runtime slate)

CLI (Host/VM runtime slate)

VM built-in tools Maint Shutdown or restart VM/Host

Management Single/FT working mode config conversion

Centralised monitoring Mgtm



Snapshot Function

Create snapshot

Snapshot Management
Rollback snapshot

VM copy verification

Verify or trace historical 
data through VM copy data.

On-demand snapshot

Create snapshots on demand for extra 
redundancy and data protection.

Plan your scheduled snapshot  



Application monitoring and fault recovery

Application Monitoring

Dependency diagram

Resource start/stop dependencies

Supports configuration monitoring processes, 
NT Services, etc.
Specifies start/stop dependencies between 
resources.

Graphical display of dependencies.



Data Tampering Monitoring and Detection

Specify the data directory to be tested

In the specified directory, release the 
sample file and periodically check its 
contents to determine whether the data 
has been tampered with by malware or 
infected with a virus.

If data tampering is detected, an 
automatic alert will be triggered to flag the 
incident, enabling users to intervene and 
address the issue promptly.

Data tampering detection



Network - Service Port VLAN 
Select NIC

Assign VLAN ID

Assign IP address



Modbus Protocol Notification

OPC UA Protocol Notification

Real-time notification of multiple operating statuses 
with FT
(application/network/online/offline/Host).

Real-time notification of FT summary 
operating status.

Supported Protocol Notification



Centralised Management

Supports fault-tolerant grouping and centralised 
management of multiple FT solutions.
Easy management, combined operating status 
(normal/warning/error/offline).
Multiple dashboard modes to suit user habits.

Centralised Management

Multi-instrument view/Grouping



Why vSe rve r FT ? 

Compute FT/HA/Standalone

Memory

Disk 
mirroring 

• 99.999% uptime, boosts user trust and 
revenue continuity.

• Simplified maintenance windows, since 
hardware replacement for one node doesn’t 
require a full shutdown.

• Enhanced disaster recovery with warm 
standby server

• Predictable SLAs, backed by automated 
Fault Tolerance.



Agri-Culture 
Chemical

Automotive

Air 
Transport Packaging 

Goods

Financial  
Service 

Food &
Bevarge 

Chemical Life Science 

Industrial 
Automation

E-payment  

Government 

Manufacture

Marine

Oil & Gas

Power &
 Utilities

Railway

Smart 
Building 

Tele
communication

Water & 
Wastewater

Pulp
 & Paper

Speciality 
Chemical

Renewables

Case Study Industries 



Automate d  OSE/TSE Re por t 
for Ene rgy Audit and  

Compliance
Powe re d  by Niagara



Introduction 
to OSE/TSE Re por t



OSE/TSE report is an Operational/Total System Efficiency Report. It is commonly associated with 
building cooling systems, that details energy usage and system performance of the building. 

The report identify ways to reduce energy cost, improve sustainability, and comply with regulations 
such as Green Mark Scheme.

The report is used to analyse the efficiency of equipment such as chillers, pumps and cooling tower.

It can also be used for generating energy audit report for HVAC system.

Introduction to OSE/TSE Re por t



What is  the  purpose ?



What is  the  purpose ?

Assess Energy Efficiency
• It measures the energy performance of a 

building's cooling systems under normal 
operating conditions. 

Identify Areas for Improvement
• Can leverage OSE and Niagara to streamline 

audit processes. They can deliver more 
accurate and timely reports to clients, 
enhancing their service quality and efficiency.

Ensure Sustainability
• By optimizing energy usage, OSE reports 

contribute to a building's overall 
environmental sustainability. 

Reduce Operating Costs
• Recommendations in the report aim to lower 

energy expenses through optimized system 
performance.



How it works?



How doe s  it work?

Data Collection

Data is gathered from 
permanent 
instrumentation system 
installed on site via 
Niagara4

Analysis

The collected data is used 
to calculate the 
Operational System 
Efficiency (OSE) of the 
building's cooling system.

Reporting

A detailed report is 
generated, outlining the 
system's performance, 
identifying areas of 
inefficiency, and providing 
recommendations for 
energy savings and 
improved operations.

This summarizes the steps involved in the OSE/TSE compliance automation, highlighting key processes.



Automation with 
Niagara



Automation with Niagara

Time & Cost Savings
Automation reduces manual reporting effort

Accuracy & Reliability
Data integrity is ensured through Niagara integration. 

Sustainability Insights
Provides actionable analytics to improve energy performance.

Future-Ready
Built on Niagara, enabling integration with other digital building solutions.



Re por t Sample  Page  
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Re por t Sample  Page



THANK YOU



Questions?

Thank you for joining us. We welcome any questions you may have 
about vServer, OSE powered by Niagara.

For enquiries, please contact sales@roycemedia.com

mailto:sales@roycemedia.com
mailto:sales@roycemedia.com
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